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H.1  THE ORIGINS OF AES 
 

We mentioned in Chapter 3 that in 1999, NIST issued a new version of its DES standard (FIPS 

PUB 46-3) that indicated that DES should only be used for legacy systems and that triple DES 

(3DES) be used. We describe 3DES in Chapter 6. 3DES has two attractions that assure its 

widespread use over the next few years. First, with its 168-bit key length, it overcomes the 

vulnerability to brute-force attack of DES. Second, the underlying encryption algorithm in 3DES 

is the same as in DES. This algorithm has been subjected to more scrutiny than any other 

encryption algorithm over a longer period of time, and no effective cryptanalytic attack based on 

the algorithm rather than brute force has been found. Accordingly, there is a high level of 

confidence that 3DES is very resistant to cryptanalysis. If security were the only consideration, 

then 3DES would be an appropriate choice for a standardized encryption algorithm for decades 

to come. 

 The principal drawback of 3DES is that the algorithm is relatively sluggish in software. 

The original DES was designed for mid-1970s hardware implementation and does not produce 

efficient software code. 3DES, which has three times as many rounds as DES, is correspondingly 

slower. A secondary drawback is that both DES and 3DES use a 64-bit block size. For reasons of 

both efficiency and security, a larger block size is desirable. 

 Because of these drawbacks, 3DES is not a reasonable candidate for long-term use. As a 

replacement, NIST in 1997 issued a call for proposals for a new Advanced Encryption Standard 

(AES), which should have a security strength equal to or better than 3DES and significantly 

improved efficiency. In addition to these general requirements, NIST specified that AES must be 

a symmetric block cipher with a block length of 128 bits and support for key lengths of 128, 192, 

and 256 bits. 

 In a first round of evaluation, 15 proposed algorithms were accepted. A second round 

narrowed the field to 5 algorithms. NIST completed its evaluation process and published a final 

standard (FIPS PUB 197) in November of 2001. NIST selected Rijndael as the proposed AES 

algorithm. The two researchers who developed and submitted Rijndael for the AES are both 

cryptographers from Belgium: Dr. Joan Daemen and Dr. Vincent Rijmen. 
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 Ultimately, AES is intended to replace 3DES, but this process will take a number of years. 

NIST anticipates that 3DES will remain an approved algorithm (for U.S. government use) for the 

foreseeable future. 

 

H.2  AES EVALUATION 
 

It is worth examining the criteria used by NIST to evaluate potential candidates. These criteria 

span the range of concerns for the practical application of modern symmetric block ciphers. In 

fact, two set of criteria evolved. When NIST issued its original request for candidate algorithm 

nominations in 1997 [NIST97], the request stated that candidate algorithms would be compared 

based on the factors shown in Table H.1 (ranked in descending order of relative importance). 

The three categories of criteria were: 

 

• Security: This refers to the effort required to cryptanalyze an algorithm. The emphasis in 

the evaluation was on the practicality of the attack. Because the minimum key size for AES 

is 128 bits, brute-force attacks with current and projected technology were considered 

impractical. Therefore, the emphasis, with respect to this point, is cryptanalysis other than a 

brute-force attack. 

• Cost: NIST intends AES to be practical in a wide range of applications. Accordingly, AES 

must have high computational efficiency, so as to be usable in high-speed applications, 

such as broadband links. 

• Algorithm and implementation characteristics: This category includes a variety of 

considerations, including flexibility; suitability for a variety of hardware and software 

implementations; and simplicity, which will make an analysis of security more 

straightforward. 

 

 Using these criteria, the initial field of 21 candidate algorithms was reduced first to 15 

candidates and then to 5 candidates. By the time that a final evaluation had been done the 

evaluation criteria, as described in [NECH00], had evolved. The following criteria were used in 

the final evaluation: 
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• General security: To assess general security, NIST relied on the public security analysis 

conducted by the cryptographic community. During the course of the three-year evaluation 

process, a number of cryptographers published their analyses of the strengths and 

weaknesses of the various candidates. There was particular emphasis on analyzing the 

candidates with respect to known attacks, such as differential and linear cryptanalysis. 

However, compared to the analysis of DES, the amount of time and the number of 

cryptographers devoted to analyzing Rijndael are quite limited. Now that a single AES 

cipher has been chosen, we can expect to see a more extensive security analysis by the 

cryptographic community. 

• Software implementations: The principal concerns in this category are execution speed, 

performance across a variety of platforms, and variation of speed with key size. 

• Restricted-space environments: In some applications, such as smart cards, relatively 

small amounts of random-access memory (RAM) and/or read-only memory (ROM) are 

available for such purposes as code storage (generally in ROM); representation of data 

objects such as S-boxes (which could be stored in ROM or RAM, depending on whether 

pre-computation or Boolean representation is used); and subkey storage (in RAM). 

• Hardware implementations: Like software, hardware implementations can be optimized 

for speed or for size. However, in the case of hardware, size translates much more directly 

into cost than is usually the case for software implementations. Doubling the size of an 

encryption program may make little difference on a general-purpose computer with a large 

memory, but doubling the area used in a hardware device typically more than doubles the 

cost of the device. 

• Attacks on implementations: The criterion of general security, discussed in the first 

bullet, is concerned with cryptanalytic attacks that exploit mathematical properties of the 

algorithms. There is another class of attacks that use physical measurements conducted 

during algorithm execution to gather information about quantities such as keys. Such 

attacks exploit a combination of intrinsic algorithm characteristics and implementation-

dependent features. Examples of such attacks are timing attacks and power analysis. 

Timing attacks are described in Chapter 3. The basic idea behind power analysis 

[KOCH98, BIHA00] is the observation that the power consumed by a smart card at any 

particular time during the cryptographic operation is related to the instruction being 
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executed and to the data being processed. For example, multiplication consumes more 

power than addition, and writing 1s consumes more power than writing 0s. 

• Encryption versus decryption: This criterion deals with several issues related to 

considerations of both encryption and decryption. If the encryption and decryption 

algorithms differ, then extra space is needed for the decryption. Also, whether the two 

algorithms are the same or not, there may be timing differences between encryption and 

decryption. 

• Key agility: Key agility refers to the ability to change keys quickly and with a minimum of 

resources. This includes both subkey computation and the ability to switch between 

different ongoing security associations when subkeys may already be available. 

• Other versatility and flexibility: [NECH00] indicates two areas that fall into this 

category. Parameter flexibility includes ease of support for other key and block sizes and 

ease of increasing the number of rounds in order to cope with newly discovered attacks. 

Implementation flexibility refers to the possibility of optimizing cipher elements for 

particular environments. 

• Potential for instruction-level parallelism: This criterion refers to the ability to exploit 

ILP features in current and future processors. 

 

 Table H.2 shows the assessment that NIST provided for Rijndael based on these criteria. 
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Table H.1     NIST Evaluation Criteria for AES (September 12, 1997) (page 1 of 2) 
 
 

SECURITY 
 
 •Actual security: compared to other submitted algorithms (at the same key and block size).  
 •Randomness: the extent to which the algorithm output is indistinguishable from a random 

permutation on the input block.  
 •Soundness: of the mathematical basis for the algorithm's security.  
 •Other security factors: raised by the public during the evaluation process, including any 

attacks which demonstrate that the actual security of the algorithm is less than the strength 
claimed by the submitter.  

 
COST 

 
 •Licensing requirements: NIST intends that when the AES is issued, the algorithm(s) 

specified in the AES shall be available on a worldwide, non-exclusive, royalty-free basis.  
 •Computational efficiency: The evaluation of computational efficiency will be applicable to 

both hardware and software implementations. Round 1 analysis by NIST will focus 
primarily on software implementations and specifically on one key-block size combination 
(128-128); more attention will be paid to hardware implementations and other supported 
key-block size combinations during Round 2 analysis. Computational efficiency essentially 
refers to the speed of the algorithm. Public comments on each algorithm's efficiency 
(particularly for various platforms and applications) will also be taken into consideration by 
NIST.  

 •Memory requirements: The memory required to implement a candidate algorithm--for 
both hardware and software implementations of the algorithm--will also be considered 
during the evaluation process. Round 1 analysis by NIST will focus primarily on software 
implementations; more attention will be paid to hardware implementations during Round 2. 
Memory requirements will include such factors as gate counts for hardware 
implementations, and code size and RAM requirements for software implementations.  
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Table h.1     NIST Evaluation Criteria for AES (September 12, 1997) (page 2 of 2) 
 
 

ALGORITHM AND IMPLEMENTATION CHARACTERISTICS 
 
 •Flexibility: Candidate algorithms with greater flexibility will meet the needs of more users 

than less flexible ones, and therefore, inter alia, are preferable. However, some extremes of 
functionality are of little practical application (e.g., extremely short key lengths); for those 
cases, preference will not be given.  Some examples of  flexibility may include (but are not 
limited to) the following:  

 a. The algorithm can accommodate additional key- and block-sizes (e.g., 64-bit block 
sizes, key sizes other than those specified in the Minimum Acceptability Requirements 
section, [e.g., keys between 128 and 256 that are multiples of 32 bits, etc.])  

 b. The algorithm can be implemented securely and efficiently in a wide variety of 
platforms and applications (e.g., 8-bit processors, ATM networks, voice & satellite 
communications, HDTV, B-ISDN, etc.).  

 c. The algorithm can be implemented as a stream cipher, message authentication code 
(MAC) generator, pseudorandom number generator, hashing algorithm, etc.  

 •Hardware and software suitability: A candidate algorithm shall not be restrictive in the 
sense that it can only be implemented in hardware. If one can also implement the algorithm 
efficiently in firmware, then this will be an advantage in the area of flexibility.  

 •Simplicity: A candidate algorithm shall be judged according to relative simplicity of design.  
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Table H.2 Final NIST Evaluation of Rijndael (October 2, 2000) (page 1 of 2) 
 
General Security 
 Rijndael has no known security attacks. Rijndael uses S-boxes as nonlinear components. 

Rijndael appears to have an adequate security margin, but has received some criticism 
suggesting that its mathematical structure may lead to attacks. On the other hand, the simple 
structure may have facilitated its security analysis during the timeframe of the AES 
development process. 

 
Software Implementations 
 Rijndael performs encryption and decryption very well across a variety of platforms, 

including 8-bit and 64-bit platforms, and DSPs. However, there is a decrease in performance 
with the higher key sizes because of the increased number of rounds that are performed. 
Rijndael’s high inherent parallelism facilitates the efficient use of processor resources, 
resulting in very good software performance even when implemented in a mode not capable 
of interleaving. Rijndael’s key setup time is fast. 

 
Restricted-Space Environments 
 In general, Rijndael is very well suited for restricted-space environments where either 

encryption or decryption is implemented (but not both). It has very low RAM and ROM 
requirements. A drawback is that ROM requirements will increase if both encryption and 
decryption are implemented simultaneously, although it appears to remain suitable for these 
environments. The key schedule for decryption is separate from encryption. 

 
Hardware Implementations 
 Rijndael has the highest throughput of any of the finalists for feedback modes and second 

highest for non-feedback modes. For the 192 and 256-bit key sizes, throughput falls in 
standard and unrolled implementations because of the additional number of rounds. For fully 
pipelined implementations, the area requirement increases, but the throughput is unaffected. 
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Table H.2 Final NIST Evaluation of Rijndael (October 2, 2000) (page 2 of 2) 
 
 
Attacks on Implementations 
 The operations used by Rijndael are among the easiest to defend against power and timing 

attacks. The use of masking techniques to provide Rijndael with some defense against these 
attacks does not cause significant performance degradation relative to the other finalists, and 
its RAM requirement remains reasonable. Rijndael appears to gain a major speed advantage 
over its competitors when such protections are considered. 

 
Encryption vs. Decryption 
 The encryption and decryption functions in Rijndael differ. One FPGA study reports that the 

implementation of both encryption and decryption takes about 60% more space than the 
implementation of encryption alone. Rijndael’s speed does not vary significantly between 
encryption and decryption, although the key setup performance is slower for decryption than 
for encryption. 

 
Key Agility 
 Rijndael supports on-the-fly subkey computation for encryption. Rijndael requires a one-time 

execution of the key schedule to generate all subkeys prior to the first decryption with a 
specific key. This places a slight resource burden on the key agility of Rijndael. 

 
Other Versatility and Flexibility 
 Rijndael fully supports block sizes and key sizes of 128 bits, 192 bits and 256 bits, in any 

combination. In principle, the Rijndael structure can accommodate any block sizes and key 
sizes that are multiples of 32, as well as changes in the number of rounds that are specified. 

 
Potential for Instruction-Level Parallelism 
 Rijndael has an excellent potential for parallelism for a single block encryption. 

 
 


