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History

wulations of evolution started in

| iter simulation of evolution by biologist
- in the early 1960s

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm



try Continued

described in books by Fraser,

1960s

( adopted population of solution to optimization
problems, undergoing recombination, mutation, and
selection

o Also included elements of modern genetic algorithms

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm



distory Continued Il
tion became widely recognized
od as result work

chenbe ans-Paul Schwefel

19605 and early 197C

lve complex engineering problems through evolution
itegies

ic algorithms became popular through
.

R - John Holland early 1970s

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm



History Continued Il

[ book Adaption in Natural and
5 (1975)

- origine a studies cellular automata
ducted by Holla nd his students

duced formalized framework

dicting quality of next generation

nown as Holland’s Schema Theorem

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm



History Continued IV

remained largely theoretical

rst 1l Conference on Genetic

Algorithms was helc

emic interest grew and increase desktop
itational power allowed practical
ation new technique

= L ae

80s General Electric started selling
= World’s first genetic algorithm product

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm
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hodology

Genetic Algorithm

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm



ys problem dependent
| entation of a solution might be array of bits

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm
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yocess Initialization/Selection

et initialized?

s randomly generated

is the fitness based process?

‘solutions (as measured by fitness function)
cally more likely to be selected

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm
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Process Reproduction

= Mutation (asexual)
= Low enough probability

= Sexual (crossover)

= Describe a simple crossover

New
Generation

Figure 6.2 Performing crossover at locus two on the first two parents.

Larose
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Termination

1d satisfies minimum criteria
nerations reached

] Inspection
inations of the above

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm 13



Hon introduces  information gene

against converging too quickly to local
um

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm
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cons Observations

owards local points
O Ints

te dynamic data sets is difficult
revent early coverage towards solution

NY

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm 15



20115 Continued Observations

ization problems
ion algorithms

0lu genetic algorithms

ot effectively solve problems which only
1ess measure is right/ wrong
ay to converge on solution

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm 16



A\ [0

Algorithm

is important factor for speed
e algorithm

genetic operator

yrtance crossove s mutation

http:/ /en.wikipedia.org/wiki/
Genetic_Algorithm
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Example

= Here is a curve for genetic algorithm

x
4 8 12 16 20 24 28

Figure 6.1 Finding the maximum value of the normal (16, 4) distribution.




Jescription of the Curve

{ SIMPLE EXAMPLE OF A GENETIC ALGORITHM ATWORK 243 '

SIMPLE EXAMPLE OF A GENETIC ALGORITHM AT WORK

Let’s examine a simple example of a genetic algorithm at work. Suppose that our
task is to find the maximum value of the normal distribution with mean x = 16 and
standard deviation o = 4 (Figure 6.1). That is, we would like to find the maximum
value of

exp [———L (X — u)z] = l exp[ - (X — 16)2]

Koo 2072 Vam @) 2@y

V2o

Larose
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330 Of GA

We allow X to take on only the values described by the first five binary digits, that is,
00000 through 11111, or 0 to 31 in decimal notation.

First Iteration
~ ® Step O: Initialization. We define the crossover rate to bep. = 0.75 and the
mutation rate to be p,, = 0.002.

* Step 1: Our population will be a set of four chromosomes chosen randomly
from the set 00000 — 11111. So n = 4 and | = 5. These are 00100 (4), 01001
(9), 11011 (27),and 11111 (31).

* Step 2: The fitness f(x) is calculated for each chromosome in the population
" (Table 6.1).

o Step 3: Iterate through the following steps until n offspring have been generated.

o Step 3a: Selection. We have the sum of the fitness values equal to

Y f(x;) = 0.001108 + 0.021569 + 0.002273 + 0.000088
: = 0.025038

Then the probability that each of our chromosomes will be selected for par-
enthood is found by dividing their value for f (x) by the sum 0.025038. These

Larose



Steps Continued

are also shown in Table 6.1. Clearly, chromosome 07001 gets a very large
slice of the roulette wheel! The random selection process gets under way.
Suppose that chromosome 07001 and 11011 are selected to be the first pair
of parents, since these are the two chromosomes with the highest fitness.

o Step 3b: Crossover. The locus is randomly chosen to be the second position.
Suppose that the large crossover rate of p., 0.75, leads to crossover between
01001 and 11011 occurring at the second position. This is shown in Figure
6.2. Note that the strings are partitioned between the first and second bits.
Each child chromosome receives one segment from each of the parents. The
two chromosomes thus formed for the new generation are 0/0/1 (11) and
11001 (25).

o Step 3c: Mutation. Because of the low mutation rate, suppose that none of
the genes for 01011 or 11001 are mutated. We now have two chromosomes
in our new population. We need two more, so we cycle back to step 3a.

o Step 3a: Selection. Suppose that this time, chromosomes 0/001 (9) and 00100
(4) are selected by the roulette wheel method.

o Step 3b: Crossover. However, this time suppose that crossover does not take
place. Thus, clones of these chromosomes become members of the new gener-
ation, 01001 and 00100. We now have n = 4 members in our new population.

* Step 4. The new population of chromosomes therefore replaces the current
population.

i e Step 5. We iterate back to step 2.

Larose



Jata of the First Steps

‘. 244 CHAPTER 6 GENETIC ALGORITHMS

TABLE 6.1 Fitness and Probability of Selection for Each Chromosome

Decimal Selection

Chromosome Value Fitness Probability

00100 4 0.001108 0.04425
01001 9 0.021569 0.86145
11011 2 0.002273 . 0.09078
11111 0.000088 0.00351

Larose 22



teps of S scond and Data

MODIFICATIONS AND ENHANCEMENTS: SELECTION 245

TABLE 6.2 Fitness and Probability of Selection for the Second Generation

Decimal Selection
Chromosome Value Fitness Probability
00100 4 0.001108 0.014527
01001 9 0.021569 0.282783
01011 11 0.045662 0.598657
11001 25 0.007935 0.104033

Second Iteration

* Step 2: The fitness f(x) is calculated for each chromosome in the population
(Table 6.2).

o Step 3a: Selection. The sum of the fitness values for the second generation is
> ; f(xi) = 0.076274, which means that the average fitness among the chro-
mosomes in the second generation is three times that of the first generation.
The selection probabilities are calculated and shown in Table 6.2.

We ask you to continue this example in the exercises.
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ode algorithm

ial population
ness of each individual

ct best-ranking individuals in the population
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Psel lo-code algorithm
- Continued

itinued
eration through crossover and
erations)

o

a birth to offspz

raluate the individual fitnesses of the offspring

olace worst ranked part of population with
ng

] termination
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onclusion

le and Pseudo-code of the algorithm

26



erences

hm, (n.d.), Retrieved March 22,

aniel T., Mining Methods and Models,
ohn Wiley & Sons, | 2006

27



Juestions

28



