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What is “Genetic Programming”?

The concept of Genetic Programming (GP) is best
defined as “it is aspired to induce a population of
computer programs that improve automatically as
they experience the data on which they are trained.
Accordingly, GP is part of the very large body of
research called machine learning (ML).”
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What is Genetic Programming?

“GP is an evolutionary algorithm in the field of
artificial intelligence. It is inspired by biological
evolution in order to find computer programs that
perform a user-defined task. The GP is a machine
learning technique used to optimize a population of
computer programs according to a fitness landscape
determined by a program’s ability to perform a given
computational task.”
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How does GP works?

GP determines how well a program is by running it
and then compare it to an ideal (usually the original
program). The comparison between the program that
was run and the ideal program is expressed in a

numerical

fitness va.

| value called “fitness”. According to the
ue, the program that does well is chosen to

breed and

| produce new programs for the new

generation. And the primary genetic operators that
are used to create new programs from existing ones

are called

the crossover and the mutation
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GP operators:

Crossover : works by changing two, or more,
programs by combining them together making a new
program, just like the biological making of a child.

Mutation: It is not as popular as crossover, but it is
very important for GP. Mutation is defined as any
random manipulation that can be performed on a
single program.
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Example 1:

GP program (2.2 - X / 11 + 7 * COS(Y)) represented in
a syntax tree
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Example 2:

Sub-trees are selected randomly from two existing
parse trees and are then swapped to produce child
parse trees:



Parents

}

Children
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Artificial Ant Experiment:

A grid with a trial of food pellets.
Name off trail is “Santa Fe”

The fitness is measured by the number of food pellets
run over by the ant.

Using 3 population sizes (1000, 3000, 5000)
Run each population only once at the beginning.
The graph is:
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Artificial Ant Experiment:

* The experiment run 10 times, each population.
* Graphs:
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Results:

When the experiment is run once:

the fitness of the generations of population 1000 is about
consistent, there are few peaks on the curve that resemble
increase and decrease of the fitness as the generations increase,
but these peaks as very small to the point that they could be
consider negligible. Figure 3

Peaks and jumps of the fitness of population size 3000, which
makes it harder to determine if the fitness of this particular
population is good or bad. Figure 4

Even more dramatic peaks and jumps in the fitness curve of the
population size 5000, which makes it very difficult to determine
if the fitness of this particular population is good or bad. Figure

5
When the experiment is run ten times:
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Results:

the fitness of the generations of population 1000 is about consistent, there are
few peaks on the curve that resemble increase and decrease of the fitness as
the generations increase, but these peaks as very small to the point that they
coulgd be consider negligible.

As the fitness of the generations of population 1000 is about consistent, this
can’t be said for the fitness of generations of population 3000, the fitness
increases as the generations increase and it obvious from the jumps of the
curve. Also, notice that the fitness is about consistent up until generation 240
where the fitness increases a great deal, and then it goes back to being
consistent after it passes generation 370.

The fitness of generations of population 5000 increases rapidly at the
beginning of the 500 generations, but right when it reaches generation 200 it
becomes very consistent.

Using a bigger population and more runs will eventually smooth out the sharp
peaks and jumps in the fitness curve on the graph of all three parts of the
experiment.

Large populations run a lot slower in GP.
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