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About SOM 

l Type of Artificial Neural Network 
l Uses unsupervised learning 
l Produces low-dimensional map with 

clusters. 

l First described by Finnish professor, Teuvo 
Kohonen at Helsinki Univ. of Tech. 

http://en.wikipedia.org/wiki/Self-organizing_map  



About SOM (2) 

l Operates in 2 modes. 
–  Training 
–  Mapping 

l Labels. 

http://en.wikipedia.org/wiki/Self-organizing_map  



Initial Map 

l Randomly intialized. 
l Each vector (p) compared to each point on 

the map (q) with Euclidean distance. 

http://en.wikipedia.org/wiki/Sel-organizing_map  



Initial Map (2) 

l Whichever point the specific vector is 
closest to. 
l That point is trained accordingly. 
l Other points around it are also trained, 

just not as much. 

http://en.wikipedia.org/wiki/Sel-organizing_map  



What is Needed? 

l A .bat file containing the reference to the 
executables and the specifics of the map. 

l The executables randomly initialize, run the 
algorithm, and calibrate the label onto the 
points. 

 
l  som_mapper.exe 



SOM 

l Process repeats for a set number of times. 
l The labels are pasted on to each instance. 
l The Map is made. 



Conclusion 

l Relatively simple way to attempt to cluster 
high dimensional data. 

l Only issue – correct format. 
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