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A Brief History

• The original SVM algorithm was created in 
1963 by Vapnik and Chervonenkis for binary 
classification. Only able to conduct linear 
seperation.

• In 1992, Vapnik, Boser, and Guyon added a 
method to create non-linear seperation.

• In 1995, the most referred method, was 
finalized by Vapnik and Cortes.



What are SVMs

• SVMs are binary graphical classification 
models that use regression lines to separate 
and push data points closer to each other into 
more distinct groups.

• SVMs are in the e1071 package in R.
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Pros of SVMs

• Can designate outliers.

• Can be applied to text mining including hand- written text.

• Can be used on multivariate data. Will create planes or hyper planes to 
adjust.

• Can create confusion matrices to showcase accuracy or “fitness”.



Cons of SVMs

• All data must be already classes/labeled. Support Vector Clustering can be 
used for unsupervised learning to set the stage for SVMs.

• SVMs only work on a binary level. Multiple SVMs will have to be created 
then plotted or another algorithm must be used to condense a problem 
for SVM to work.

• Does not give probability of data or new data.
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